A multivariate statistical downscaling technique has been developed for modeling concurrently the daily maximum (Tmax) and minimum (Tmin) temperature series at different locations in the context of climate change. The proposed approach consists of a combination of a multiple regression model to represent the linkage between global climate predictors and local Tmax and Tmin series, and a Singular Value Decomposition (SVD) technique to describe the observed statistical properties of the regression model stochastic components. Results of a numerical application using daily extreme temperature data over Bangladesh have indicated the feasibility and accuracy of the suggested multisite statistical downscaling procedure.

**Abstract**

A multivariate statistical downscaling technique has been developed for modeling concurrently the daily maximum (Tmax) and minimum (Tmin) temperature series at different locations in the context of climate change. The proposed approach consists of a combination of a multiple regression model to represent the linkage between global climate predictors and local Tmax and Tmin series, and a Singular Value Decomposition (SVD) technique to describe the observed statistical properties of the regression model stochastic components. Results of a numerical application using daily extreme temperature data over Bangladesh have indicated the feasibility and accuracy of the suggested multisite statistical downscaling procedure.
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**Résumé**

Une technique de réduction d’échelle statistique à plusieurs variables a été élaborée pour la modélisation simultanée de séries de températures maximales (T max) et minimales (T min) journalières à différents endroits dans le contexte des changements climatiques. La méthode proposée consiste en une combinaison d’un modèle de régression multiple visant à représenter le lien entre les prédicteurs relatifs au climat global et les séries de T max et T min locales d’une part et, d’autre part, d’une technique de décomposition en valeurs singulières (SVD) afin de décrire les propriétés statistiques observées des composants stochastiques du modèle de régression. Les résultats d’une application numérique utilisant les données de températures extrêmes journalières au Bangladesh confirment la faisabilité et l’exactitude de la procédure de réduction d’échelle statistique multisite suggérée.
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1. **Introduction**

Spatial resolution of Global Climate Model (GCM) output is too coarse to resolve regional scale effect and to be used directly in climate change impact studies. Hence, over the past years, the scientific community has focused on the development of innovative techniques to bridge the gap of scales, known as ‘downscaling’ [1,2]. Several extensive research works have been carried out to develop and assess the performance of various statistical downscaling
techniques. In general, a majority of these downscaling methods were developed for the downscaling of hydrologic processes at a single site, but very few studies have dealt with multi-site downscaling to preserve simultaneously the spatial and temporal dependence. However, daily meteorological data especially temperature exhibit a strong temporal persistence at a given site and a high spatial dependence between different sites over a given area. Ignoring this temporal and spatial dependence in the downscaled daily Tmax and Tmin series at different sites may affect the accuracy of the climate change impact assessment results. For example, in the study by [3], it was shown that the hydrological modeling using the single-site weather generator resulted in a significant underestimation of extreme stream flows especially in summer and autumn seasons. Therefore, for accurate assessments of the effects of climate change, considerable interest is growing for multisite downscaling. For instance, Khalili et al [4] have developed a multi-site multivariate statistical downscaling approach for simulating daily maximum and minimum temperatures at many locations simultaneously based on a multiple regression model, in which a spatial moving average method was used to simulate the stochastic components of the proposed multiple regression model. This approach was capable to accurately reproduce the spatial and temporal dependence and produced better results than those of the Canadian Regional Climate Model (CRCM).

In the present paper, an efficient multisite multivariate statistical downscaling technique was applied in order to simulate simultaneously both daily Tmax and Tmin series at different locations in the context of climate change. The proposed approach consists of a combination of a multiple regression model to represent the linkage between global climate predictors and local temperature series, and SVD technique to reproduce the observed statistical properties of the regression model stochastic component. This approach was first developed by [5] and has been applied to the daily temperature series over southwest region of Quebec and southeast region of Ontario in Canada. The suggested method was found effective in reproducing accurately the statistical characteristics of daily temperature series at a given site as well as the temporal persistence, and spatial dependence among these stations. In the present paper, this method was tested using the daily temperature data over Bangladesh, which represents completely different climatic and physiographic conditions. Results of this test have indicated the feasibility of the proposed multisite multivariate statistical downscaling method. In addition, it was found that results of this downscaling method were more accurate than those given by the popular single-site statistical downscaling procedure called Statistical DownScaling Model (SDSM) [6].

2. Methodology

As mentioned above, the concept of the proposed multisite multivariate statistical downscaling approach is based on the combination of a multiple regression model and SVD technique. Equation 1 represents the regression model for daily Tmax [5].
Where, \( T_{\text{max}}_{i,m,k} \) is the maximum temperature on day \( i \) in month \( m \) and at station \( k \) from a network of \( n \) stations; \( \alpha_{T_{\text{max}}_{i,m,k}} \) is the \( j \)th regression parameter for month \( m \) and at station \( k \); \( P_{T_{\text{max}}_{j,m,k}} \) is the value of the \( j \)th predictor, from a total of \( q \) monthly significant predictors, on day \( i \) in month \( m \) and at station \( k \); \( E_{T_{\text{max}}_{i,m,k}} \) is the residual value on day \( i \) in month \( m \) and at station \( k \). The above equation is only for Tmax but the similar representation is applicable for Tmin as well.

In this study, stepwise regression with backward selection [7] is used to select the significant predictors for both Tmax and Tmin, for each month, and for each station. In order to address the issue of multicollinearity and model parsimony, only five predictors are selected for the regression model [5].

Residuals of Tmax and Tmin, which are the stochastic components of the regression models have been generated simultaneously by SVD technique. In fact, after estimating the regression parameters, the general matrix of the residual values \( E \) is obtained by the concatenation of the matrices \( E_{T_{\text{max}}} \) and \( E_{T_{\text{min}}} \), whose elements are the residuals obtained for daily Tmax and Tmin, respectively:

\[
E = \begin{bmatrix} E_{T_{\text{max}}} & E_{T_{\text{min}}} \end{bmatrix}
\]  

(2)

The rows of the residual matrix \( E \) are the records in years and the columns represent the residuals for each day, for each station, and for both Tmax and Tmin. Therefore, for 20-year calibration period ranging from 1981 to 2000, for the used four stations (Table 1), and for both daily Tmax and Tmin, the dimension of the residual matrix \( E \) will be \( 20 \times 2920 \). Short description of the procedural steps of generating the residual matrix \( E \) by SVD technique is given in the following section.

i) Compute the \( m \times n \) \( E \) matrix of the standardized values of \( E \).

\[
E_{sij} = \frac{E_{ij} - \overline{E}_j}{S_j}
\]  

(3)
Where, $E_{ij}$ is the value of $E$ at the $i$\textsuperscript{th} row and $j$\textsuperscript{th} column. $\bar{E}_j$ and $S_j$ are the mean and standard deviation of the $j$\textsuperscript{th} column respectively.

ii) Compute the $n \times n$ correlation matrix $P_{Es}$ of matrix $E_s$.

$$P_{Es} = \frac{1}{m-1} \times E_s^T \times E_s$$ \hspace{1cm} (4)

iii) Decompose the matrix $P_{Es}$ using SVD technique [8, 9] to obtain the $n \times n$ matrix $D_{P_{Es}}$, which is the matrix of the eigenvalues of $P_{Es}$, and the $n \times n$ matrix $V_{P_{Es}}$, which is the matrix of the corresponding eigenvectors of $P_{Es}$.

$$P_{Es} = V_{P_{Es}} \times D_{P_{Es}} \times V_{P_{Es}}^T$$ \hspace{1cm} (5)

If there are only $r$ non-zero eigenvalues ($r$ is the rank of $E_s$), the $(r \times r)$ matrix of eigenvalues $D_{P_{Es}}$ is used in the computation of the $n \times r$ matrix of eigenvectors $V_{P_{Es}}$.

iv) Given these matrices, compute the $m \times r$ standardized principal components matrix $Z$ of $E_s$ [10].

$$Z = E_s \times V_{P_{Es}} \times D_{P_{Es}}^{-\frac{1}{2}}$$ \hspace{1cm} (6)

Here, $Z$ is the matrix of the standardized principal components of $E_s$ transforming the large number of correlated variables into a small number of uncorrelated variables, which account for the maximum of variance. The principal components are the linear combinations of the standardized variables and therefore, are closer to the normal distribution. Hence, depending on this principle, it is possible to generate the principal components independently following a standard normal distribution with zero mean and unit variance.

v) The simulated matrix of the principal components $\hat{Z}$ is then used to obtain the simulated standardized residual matrix $\hat{E}_s$ [10].

$$\hat{E}_s = \hat{Z} \times D_{P_{Es}}^{-\frac{1}{2}} \times V_{P_{Es}}^T$$ \hspace{1cm} (7)

vi) Finally, compute the non-standardized simulated matrix $\hat{E}$.
\[
\hat{E}_{ij} = \hat{E}_{xij} \times S_j + \bar{E}_j
\]  

(8)

3. Numerical Application

3.1 Study Data

As mentioned previously, the feasibility of the proposed downscaling method is tested using the daily extreme temperature records, Tmax and Tmin, available for the 1961-2000 period from a network of four weather stations located in Bangladesh (Table 1). In addition, the climate predictors used in the present study are the National Centers for Environmental Prediction / National Center for Atmospheric Research (NCEP/NCAR) re-analysis data [11], which have been linearly interpolated to match the Gaussian grids of the third version of the Canadian Centre for Climate Modelling and Analysis Coupled Global Climate Model (CGCM3) [12]. Furthermore, the data for the 1981-2000 period were used for calibration, and the remaining data for the 1961-1980 period were used for the validation purposes.

Table 1: Names and coordinates of four weather stations used in this study.

<table>
<thead>
<tr>
<th>Station No</th>
<th>Station Name</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude (metres above sea)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station 1</td>
<td>Bogra</td>
<td>24.85°N</td>
<td>89.37°E</td>
<td>17.9</td>
</tr>
<tr>
<td>Station 2</td>
<td>Jessore</td>
<td>23.2°N</td>
<td>89.33°E</td>
<td>6</td>
</tr>
<tr>
<td>Station 3</td>
<td>Dhaka</td>
<td>23.78°N</td>
<td>90.38°E</td>
<td>6.5</td>
</tr>
<tr>
<td>Station 4</td>
<td>Chittagong</td>
<td>22.35°N</td>
<td>91.82°E</td>
<td>33.2</td>
</tr>
</tbody>
</table>

Source: [13]

3.2 Results

Using the proposed multisite multivariate statistical downscaling approach, a set of 100 simulations of daily Tmax and Tmin time series for all stations and for both calibration and validation periods was generated. Results regarding spatial dependence are shown in the scatter plots (Figures 1 and 2), which represent the observed versus simulated monthly interstation correlation for daily Tmax and Tmin respectively. It was found that the monthly interstation correlations are well reproduced for both daily Tmax ($R^2=0.87$) and Tmin ($R^2=0.95$) for the calibration period as well as for the validation period ($R^2=0.67$ and 0.66 for daily Tmax and Tmin, respectively) (Figures 1 and 2). In addition, it can be seen that the single-site downscaling SDSM (Statistical DownScaling Model) procedure is not capable to capture the spatial dependency among the stations. In fact, for daily Tmax, the $R^2$ values between the observed and simulated monthly interstation correlations are 0.14 and 0.17 for the calibration and validation periods, respectively (Figure 1). As shown by Figure 2, lower $R^2$ values are obtained for Tmin (0.04 and 0.13 for the calibration and validation periods, respectively).
Figure 1: Monthly interstation correlations for daily Tmax over (a) calibration and (b) validation period. Here, MMSD represents Multisite Multivariate Statistical Downscaling technique.

Figure 2: Same as Figure 1 but for daily Tmin.

Furthermore, Figure 3 shows the monthly correlations between daily Tmax and Tmin at each station and at each pair of stations over both the calibration and validation periods. It can be seen that the proposed approach can reproduce quite well these correlations and can provide better results than the SDSM.

Figure 3: Monthly correlations between daily Tmax and Tmin at each station and pair of stations for (a) calibration and (b) validation period.
Temporal dependencies are evaluated in terms of reproducing the autocorrelations in the downscaled temperature series at each station. The observed versus simulated autocorrelations of lags from one to three are presented in Figures 4 and 5 for Tmax and Tmin, respectively, at station Bogra. These figures illustrate the ability of the proposed approach to reproduce very well the observed autocorrelation for Tmax and Tmin series for both calibration and validation periods. Similar results were also obtained for the other stations.

![Figure 4: Autocorrelation of Tmax for (a) calibration and (b) validation period at station Bogra.](image)

![Figure 5: Same as Figure 4 but for daily Tmin.](image)

Four temperature indices, the mean (Mean) and standard deviation (STD) of Tmax and Tmin, the 90\(^{th}\) percentile of daily Tmax (Tmax90p), and the 10\(^{th}\) percentile of daily Tmin (Tmin10p) were computed for each month, and for both the calibration and validation periods. The suggested downscaling model can reproduce well the monthly means and standard deviations of daily Tmax and Tmin for both calibration and validation periods. For Tmax90p and Tmin10p indices, a very good agreement between observed and downscaled values was also found. However, there are some differences in the median and variability of the downscaled series compared with the observed ones, especially over the validation period. In general, the proposed approach has been found capable to reproduce these basic statistics. For purposes of illustration, only Figures 6 and 7 are presented here to show the good agreement between the observed and estimated boxplots of the monthly mean of Tmax and the STD of Tmin, respectively. Finally, Table 2 shows the monthly average values of the coefficient of determination (R\(^2\)), the Mean Absolute Error (MAE), and the Root Mean Square Error (RMSE) based on 100 simulations of daily Tmax and Tmin time series over both the calibration and validation periods for all four stations. The expressions of R\(^2\), MAE and RMSE are given by the equation 9, 10 and 11 respectively. It can be seen that very accurate results were obtained as
indicated by the high $R^2$ value (and the very low values of MAE and RMSE) for both Tmax and Tmin over the calibration and validation periods.

$$R^2 = 1 - \frac{\sum_{i=1}^{t} (X_{Obs,i,s} - X_{Sim,i,s})^2}{\sum_{i=1}^{t} (X_{Obs,i,s} - \bar{X}_{Obs})^2}$$

(9)

$$MAE = \frac{1}{t} \sum_{i=1}^{t} |X_{Obs,i,s} - X_{Sim,i,s}|$$

(10)

$$RMSE = \sqrt{\frac{1}{t} \sum_{i=1}^{t} (X_{Obs,i,s} - X_{Sim,i,s})^2}$$

(11)
Figure 6: Boxplots of the mean of Tmax for the observed and downscaled series for (a) the calibration and (b) the validation period. Each boxplot represents the daily time series obtained at all stations aggregated over each period of 20 years. Here, 1 and 2 represent observed and simulated data, respectively. The band in the middle of each box represents the median value, the boxes and whiskers represent the inter-quartile range (IQR) and $1.5 \times IQR$ respectively. Crosses beyond the whiskers represent outliers.
(b)

Figure 7: Same as Figure 6 but for STD of Tmin.

Table 2: Coefficients of determination ($R^2$), MAE, and RMSE between the observed and simulated monthly Tmax and Tmin for both the calibration and validation periods at all stations.

<table>
<thead>
<tr>
<th>Station</th>
<th>Tmax (Calibration)</th>
<th>Tmax (Validation)</th>
<th>Tmin (Calibration)</th>
<th>Tmin (Validation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$   MAE   RMSE</td>
<td>$R^2$   MAE   RMSE</td>
<td>$R^2$   MAE   RMSE</td>
<td>$R^2$   MAE   RMSE</td>
</tr>
<tr>
<td>Station1</td>
<td>1       0.00   0.00</td>
<td>0.94  0.58  0.69</td>
<td>1       0.07   0.10</td>
<td>0.99  0.30  0.40</td>
</tr>
<tr>
<td>Station2</td>
<td>1       0.20   0.00</td>
<td>0.94  0.64  0.74</td>
<td>1       0.04   0.06</td>
<td>0.99  0.47  0.60</td>
</tr>
<tr>
<td>Station3</td>
<td>1       0.00   0.00</td>
<td>0.90  0.79  0.85</td>
<td>1       0.09   0.14</td>
<td>0.98  0.53  0.75</td>
</tr>
<tr>
<td>Station4</td>
<td>1       0.00   0.00</td>
<td>0.94  0.44  0.49</td>
<td>1       0.06   0.09</td>
<td>0.99  0.27  0.43</td>
</tr>
</tbody>
</table>

4 Conclusion

In the present study, a multivariate statistical technique has been applied for downscaling daily extreme temperature series at many sites concurrently. The approach consists of a combination of multiple regression models to represent the linkage between global climate predictors and local Tmax and Tmin series, and the SVD technique to describe the observed statistical properties of the regression model stochastic component. Results of a numerical application using data from a network of four weather stations located in Bangladesh have indicated the feasibility and accuracy of this multisite multivariate statistical downscaling method. In particular, it has been shown that the SVD technique was able to preserve accurately the observed basic statistical properties (mean, standard deviation, correlations) of the historical daily extreme temperature records at a single site as well as for different locations. In addition,
it has been demonstrated that the proposed multisite multivariate model could be quite efficient in the simulation of daily temperature extremes for a large number of sites based on the computational efficiency of the SVD method in the simulation of large matrices of correlated vectors.
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